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ABSTRACT

In this paper, we propose a method for detecting the lo-
cation of the speaker that is a target of automatic video film-
ing in distance learning and lecture archive. It is required
that a face of a speaking student is filmed in a lecture video.
For this purpose, it is necessary to detect the location of a
speaker. An acoustic sensor such as a microphone array is
used widely to detect the location of a sound source. How-
ever, it is difficult to detect the location of a sound source
precisely using only microphone array because of sound
noise in a large space such as a lecture room. In this paper,
we propose a method for detecting more precise location
of a speaker in the lecture room using not only the micro-
phone array but also visual sensors. The result shows that
the precision ratio of detecting the location of a speaker was
improved about 20% by our sensor-fusion method.

1. INTRODUCTION

Lecture archives are knowledge sources, intellectual proper-
ties of universities and material for multimedia course ware
and teaching evaluation. The purpose of the lecture archives
is to provide users various kinds of information about lec-
tures without spatial and temporal restriction.

Our lecture archives consist of media information such
as video, audio, slide, and event information generated as
a result of interaction between a lecturer and students in a
lecture room. The archives should have various useful in-
formation such as facial expression, gesture, speaking etc.,
so that users may retrieve a subset of the lecture archives in
compliance with their requests.

In a lecture, a lecturer explains to students, and students
ask the lecturer some questions. A lecture video filmed in
the lecture has visual information of the lecturer and stu-
dents. Users watch the video in lecture archives in order
to grasp the situation of the lecture room or facial expres-
sion of the lecturer and students. The users can feel an at-
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mosphere of the lecture room when they watch wide-angle
shot, and they can see facial expression of the students when
they watch zoom-up shot. Especially, filming faces of ask-
ing students is very important because the filmed video has
information that can not be understood with audio only[1,
2].

In this paper, we aim to detect the location of a speak-
ing student in the lecture room for filming his/her face. We
consider the students should not be aware of the detecting
system, so it is not allowed to install extra control buttons to
indicate that who is the speaker. There is audio and visual
based approach[3] to detect a sound source. However, the
space of the experiments in that approach is much smaller
than that of the lecture room, and it is assumed that there is
no noise in the environment.

In this paper, we assume that there is one speaking stu-
dent who asks the lecturer a question at a time. However,
multiple sound sources may be detected because there is
noise in real lecture room. So we use a visual based ap-
proach based on feature of students at the same time in order
to select only one speaking student from the detected sound
sources.

The rest of this paper is organized as follows. In Section
2, our sensor-fusion approach is described. In Section 3,
a method for detecting the location of a speaking student
using an acoustic and a visual based method is described in
detail. Experiments are shown in Section 4. Conclusion is
described in Section 5.

2. A SENSOR-FUSION APPROACH

Our goal in this paper is to detect the location of a speaking
student in the lecture room. In the lecture of face-to-face
style, students are sitting on the seats and listen to a lecturer
while they watch slides and the white board. The students
remain seated. The lecture room is divided into several rect-
angle regions corresponding to the seats each of which one
student may occupy. �� denotes each region, where � is the
identifier of the rectangle region. There are several sound
sources in the lecture room. The speaking student is one of
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the sound sources. Other sound sources may exist because
of noise in the real lecture room. In our approach, detecting
the location of a speaking student is equivalent to detect-
ing �� in which the speaking student exists. There should
be only one speaker in the lecture room in a certain time
period because we deal with a face-to-face lecture.

In order to detect the location of a sound source, we
introduce the CSP (Cross-Power Spectrum Phase analysis)
algorithm [4, 5, 6] using a microphone pair on the ceiling
of the lecture room. A hyperboloid on the surface of which
a sound source exists can be estimated by the CSP algo-
rithm. We apply the algorithm to multiple distributed mi-
crophone pairs in order to detect the location of a sound
source. Generally, multiple sound sources may be detected
because there is noise in the real lecture room. Some of the
detected sound sources do not represent speaking students
in our assumed environment.

We need to select ��� that is occupied by the speak-
ing student among the candidates detected by our acoustic
method. In order to select��� , we construct a student model
based on his/her visual feature. Image based approaches
based on the student model are applied to � � detected by
our acoustic method.

First, we use background subtraction method in order
to estimate whether there is an entity in ��. Estimated one
may represent a student, bags or coats etc. Then, students
move their head, hand and upper half body when they take
notes, listen to the lecturer, and watch a screen and a white-
board in front of them. So we use an inter-frame subtraction
method in order to estimate an active entity in � �.

We describe details of this sensor-fusion method in the
next section.

3. DETECTING THE LOCATION OF A SPEAKER

3.1. The CSP algorithm

In this section, the CSP algorithm is described briefly. The
CSP algorithm was designed to estimate a time delay be-
tween two microphones. An amplitude of audio signal sensed
at microphone � is denoted by ������ � � � � � , where
� is the number of the samples. The CSP coefficient of mi-
crophone � and � is denoted by C ����	� (Eq.(1),(2)), Delay
of Samples (DOS) is denoted by Æ��� (Eq.(3)), and Delay
of Arrivals (DOA) is denoted by 
��� (Eq.(4)). �� indicates
sampling rate.

Fourier transform is performed on the two audio signals
of microphone pair by Eq.(1). Inverse Fourier transform is
performed by Eq.(2). �����	� is calculated by these equa-
tions. Æ��� , which has the strongest correlation between the
two signals, is calculated by Eq.(3). The function argmax in
Eq.(3) returns an argument 	which maximizes � ����	�. 
���
is obtained by Eq.(4). A 3D hyperboloid on which a sound
source exists can be drawn by 
��� of one microphone pair.
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3.2. Detecting a sound source using multiple CSP

The CSP algorithm can estimate only 3D hyperboloid that
contains the sound source based on the principle of Hough
transform. Accordingly, at least two microphone pairs are
required in order to estimate the location of a sound source.
Height of the sound source from the floor is assumed to be
the same of a mouth of students sitting on the seat. In order
to make the estimation robust, we use multiple microphone
pairs in the lecture room.

1. The CSP algorithm is applied to multiple microphone
pairs, and 3D hyperboloids on which the sound source
may exist are estimated for each microphone pair.

2. When the hyperboloid of a microphone pair passes
within � (cm) from the center of ��, give one vote to
the ��.

3. After all microphone pairs vote, the regions of which
the number of the vote exceeds the threshold 
	
���
are estimated as sound sources.

We call this process Multiple CSP algorithm (M-CSP)
in this paper. In this process, multiple sound sources may be
detected in the lecture room. Therefore, all regions detected
by the acoustic method are not always occupied by students.

Hence we introduce visual based approach, which is not
affected by sound noise in order to estimate whether there
is a student or not in ��.

3.3. Detecting students using visual method

An image based approach is used in order to check whether
�� detected in section 3.2 is occupied by a student or not.

In order to avoid occlusion caused by the students them-
selves, an observation camera with fish-eye lens is installed
on the ceiling of the lecture room and looks down at the stu-
dent area vertically. The camera captures images of the stu-
dents from the ceiling. Fig.1 shows an example of fish-eye
image of the student area. The size of the captured images
is 640x480 pixels.
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Fig. 1. Fish-eye image of students

Fig. 2. Mask regions

In order to estimate the existence of a student sitting on
the seat in each ��, the mask regions are used. Fig.2 shows
the masks that correspond to the seats inside ��. �����
denotes a mask of ��. ���������� denotes the number
of pixels included in �����. ���� �� denotes a pixel value
in the captured image at a time � where � is the location of
a pixel.

We use the background subtraction and inter-frame sub-
traction. Bags and coats of the students are also detected
in the background subtraction method, and there is the case
that students are not detected by this method when the color
of clothes of the student is similar to the color of the seats.
Hence, we use the inter-frame subtraction to detect the mov-
ing heads and hands of the students.

The background subtraction is performed in order to de-
tect a visual entity from fish-eye image. This process at
time � is shown by Eq.(5) and Eq.(6). A pixel value on the
background image is denoted by �����. Eq.(5) shows that
the location of a pixel has a value 1 if an absolute value of
difference between ����� and ���� �� exceeds 
	�. Then,
Eq.(6) shows that ����� is a ratio of pixels which have a
value 1 in �����. ����� shows likelihood of existence of
the entity in ��.
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Inter-frame subtraction of fish-eye video is performed
by equations from Eq.(7) to Eq.(12). Eq.(7) shows that the

location of a pixel has a value 1 if an absolute value of dif-
ference between ���� ���� and ���� �� exceeds 
	�. Then,
Eq.(8) shows that ����� is a ratio of pixels which have a
value 1 in �����. ����� shows magnitude of motion of a
moving entity in �� at time �.

����� is not used directly to estimate whether there is a
moving entity or not because captured images may include
visual noise. When an entity in �� moves continuously, we
consider the �� is occupied by a student. And an entity in
�� does not move continuously, we consider the � � is not
occupied by a student but occupied by the objects like bags.

In the other cases, it is considered that there is the vi-
sual noise in ��. In order to remove the influence of visual
noise, we have introduced functions ���� and�
������. In
Eq.(9), 
	�� is a threshold to estimate that there is a mov-
ing candidate. �
������ has a positive value ��, where
��� � � � ��� if an entity in �� moves continuously. On
the contrary, �
������ has a negative value �� if an en-
tity in �� does not move at all. ����� shows an activity of
a moving entity in ��. If the value of ����� reaches 1.0,
the value is kept for a period 
����. After the period, a cal-
culation of ����� begins again. ����� shows that an object
which has moved continuously in �� is a candidate of a stu-
dent.
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Both ����� and ����� are averaged in order to estimate
whether there is a student in ��. We call this approach Ac-
tive Student Detecting method (ASD).

3.4. Estimating the location of a speaker

We estimate the location of a speaker by following sensor-
fusion based approach. The number of detected regions by
M-CSP is denoted by�	�� . When sound volume detected
by a microphone is small or�	�� is equal to 0, it is consid-
ered that there is no speaker. When �	�� is equal to 1, it is
considered that the region is occupied by the speaker. When
�	�� is more than 1, �� that meets �����
�����

� � 
	�"���
is selected. If several �� meet the equation, we select one
�� that has the highest value of �����.
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Fig. 3. Lecture Room

Table 1. Result of detecting students
correct incorrect

Students present absent present absent
ASD

detected
not not

detectedoutput detected detected

Average
14.1/42 17.3/42 5.9/42 4.7/42
(33.7%) (41.2%) (14.0%) (11.2%)

Total 74.9% 25.1%

4. EXPERIMENT

4.1. Lecture room

We have implemented our method in the lecture room shown
in Fig.3. The size of the room is 15.5(m) � 9.6(m), and
the height is 3.2(m). Five microphone pairs are used in M-
CSP. They are ���� ��� ��� ��� ��� ��� ��� ��� ��� ��� in Fig.3.
Students are in the center area (student area) of the lecture
room in this experiment (gray area in Fig.3). The area has
�� 	 
 �� seats. Hence the total number of �� is 42.

4.2. Result of Detecting students by ASD

Table1 shows the result of detecting students by the ASD
method described in 3.3. 20 students exist during the lecture
in the student area and we take a video for 5 minutes using
a fish-eye camera. The ASD method was applied several
times in a second. 	���� accuracy about the presence of
students has been achieved on average.

4.3. Result of Detecting the location of a speaker

We have compared the result of M-CSP with the result of M-
CSP + ASD for two short lectures. Recall ratios when using
M-CSP + ASD are 57.1% at sample lecture 1 and 65.6% at
sample lecture 2. The recall ratios when using only M-CSP
are equal to ones of M-CSP + ASD because ASD is applied
only to the regions that M-CSP detects, and ASD always se-
lect only a sound source as the speaker. Table2 shows preci-
sion ratios of these two methods. Denominator of fractions

Table 2. Precision ratio of detecting location of speaker

Method Sample Lecture 1 Sample Lecture 2

M-CSP only 80.0% (8/10) 87.0% (20/23)
M-CSP + ASD 100.0% (8/8) 100.0% (20/20)

in this table is the number of times of the student speak-
ing. This table shows that precision ratios are improved to
100.0(%) by M-CSP + ASD in our short lectures. The pre-
cision ratio was improved about 20%. The result indicates
that our method may miss the speaker, while it never films
an object which is not a student.

5. CONCLUSION

In this paper, we proposed the method for detecting the lo-
cation of a speaker in the lecture room. In order to estimate
the location of the speaker, we developed M-CSP method to
detect sound sources and ASD method which utilizes visual
processing approach in order to improve the precision rate.
The result of our preliminary experiment shows that it has
high performance especially for the precision ratio. In the
future, it is necessary to improve the recall ratio so that we
can construct more reliable filming system.
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